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Abstract:

Ellipse arcs are typical features of man-made objects and tracking of ellipse arcs is needed in

robotics applications where partial occlusion is a standard problem that should be handled. The

diÆculty in tracking of ellipse arcs is to robustly locate the edge and to �t the arc, that is, the

visible segment of the ellipse. Robust edge detection is obtained using an improved version of

the approach using Edge Projected Integration of Cues (EPIC). It is shown how EPIC highly

reduces the number of outliers and that a probabilistic �tting method obtains robust ellipse

estimates for subtended angles larger than a half circle. The ellipse arc tracker is able to

automatically detect occlusion. From the ellipses and a related object model the pose of the

part can be reconstructed and this signal can be used for motion control.
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1 Introduction

Many man-made objects have visible features that are circular or elliptical or contain segments

thereof. Circles are seen as ellipses unless viewed directly head-on. Using the model knowledge

of the circle and the image of the ellipse, �ve of the six possible degrees of freedom of the

pose of the object can be reconstructed [4, 7]. Therefore the ellipse and ellipse arcs (or

segments) are signi�cant features. Tracking of full ellipses at real-time has been presented in

[1, 9]. However, in many cases only part of the ellipse is visible, or the object contains ellipse

segments. Therefore the ability to track ellipse arcs is needed.

The diÆculty in tracking of ellipse arcs is to robustly locate the edge and to �t the arc,

that is, the visible segment of the ellipse. Fitting the arc is diÆcult because a few outliers

will render the process instable for small subtended angles [6]. The ellipse parameters vary

substantially and pose estimation erroneous. This work is based on [1, 14], which presented a

real-time ellipse tracking scheme based on tracker lines and a simple version of Edge Projected

Integration of Cues (EPIC) to �nd the correct edgels. The rationale is that selective edge

trackers and a robust method of ellipse �tting combine nicely to obtain robust behaviour

and smooth reconstruction of the ellipse parameters. The above work has been extended in

three ways: (1) Automatic detection of occlusion and adaptation of the tracking scheme. (2)



Improved version of EPIC to better �nd the correct edgel and to improve the robust (smooth)

behaviour. And (3), calculating the ellipse arc for subtended angles over 180 degrees using a

RANSAC [5] approach.

Section 2 will describe the tracking method. The ellipse arc tracker supervises the performance

of the edge trackers and uses this to automatically handle occlusion (Section 2.4). Finally,

Section 3 shows the tracking performance and how the tracker is embedded in a generic tool

for tracking pose estimation, Vision for Robotics (V4R).

1.1 Related Work

The most common technique to detect ellipses is the Hough Transform (HT). The HT is fairly

robust but needs a �ve parameter space and is therefore computationally very expensive.

Variations of the basic method use multi-step approaches to reduce calculation time, e.g., a

modi�ed HT using a 2-dimensional accumulator array [15], the Randomised Hough Transform

[11], or selecting only the parameters needed for the application [2]. However, frame rate

cannot be obtained with these methods. Another approach uses the geometric symmetry of

ellipses from an edge image [10].This approach �rst locates candidates of ellipse and circle

centres. In a second step, the geometric symmetry is exploited to extract ellipses. The

algorithm works very fast but lacks robustness if ellipses of di�erent sizes are to be detected.

The most promising approach for a real-time application is the k-RANSAC algorithm for

ellipse detection [3] (based on the RANSAC idea [5]) though presently execution at frame

rate is not feasible. In [14] an ellipse tracker based on a cue integration method to �nd edgels

(EPIC) and suited for real-time execution is presented. This work is extended to handle

occlusion and edgel detection is made more robust with an improvement of EPIC that does

not require to set parameters.

2 Real-time Ellipse Arc Tracker

The ellipse arc tracker is implemented as a state tracker. The states are the ellipse parameters

and the edgel speci�cations of each tracker line. The functionality of using tracker lines has

been �rst presented in [8]. Real-time performance is reached with the following four tracking

steps: (1) Place tracker lines along the circumference of the ellipse. (2) Find edgels along the

tracker lines using EPIC. (3) Fit ellipse to selected edgels with a random selection scheme,

and (4) Detect occlusions and rearrange placement of tracker lines.

2.1 Placing Tracker Lines

To �nd edgels from the elliptical object edge tracker lines are used. Each of this one-

dimensional lines can be placed in the image in terms of position and orientation and allows

to search for the ellipse edge. As result of this search each tracker line returns edgels which



are likely to belong to the edge searched for. How we ensure to �nd correct edgels with high

likelihood is described in Section 2.2.

Tracking of an object feature through an image sequence means to re�nd this feature in the

current image using the knowledge of its pose within the previous image. To handle changes

in size, position and orientation of the ellipse arc, we arrange the tracker lines along the

circumference of the ellipse arc determined at the previous tracking step. All tracker lines

are oriented orthogonal to the ellipse to enable handling of maximum changes of its pose. A

con�guration of tracker lines used for tracking a circle segment is shown in Fig. 1.
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Figure 1: Arrangement of tracker lines used for tracking a circle segment. The tracker lines

are distributed orthogonal to the ellipse estimated, to enable searching for the edge at the next

tracking step. For tracking of circle segments we try to place the tracker lines only at the ellipse

arc seen as a projection of the circle segment onto the image plane.

For tracking of circle segments of known size (subtended angel of the circle segment), it is

useful to arrange the tracker lines only at the ellipse arc seen as a projection of the circle

segment onto the image plane. Fig. 1 shows how the tracker lines are placed for di�erent

viewing anlges. The diÆculty is to arrange the tracker lines only at the ellipse arc, although

the subtended angle of the ellipse arc varies. This is done by distributing the centre of the

tracker lines in the plane of the circle segment. The tracker lines are arranged with constant

angle between each tracker line in the known range of the circle segment. Then the position

of each tracker line in the image is determined by projecting the points from the circle plane

onto the image plane. That ensures that the tracker lines are distributed in the right range

given by the angle of the circle segment (see also Fig. 6). In all examples 30 tracker lines are

placed along the ellipse arc.

2.2 Edge Projected Integration of Cues (EPIC)

The basic idea of EPIC is to integrate the values of region cues such as intensity, color, texture,

or optical ow, at the nearest edgel. Integration also uses model knowledge to select which

side of the edge belongs to the object and which side is background. The rationale of using

EPIC to seek edgels is to reduce the number of edgels found in the window to the \good"

edgels, that is, the edgels that indicate with high likelihood the very feature tracked in the last

cycle. The result is a more robust �t of the feature geometry and an increase in e�ectiveness



rendering processing fast (see the next section).

The EPIC procedure is as follows. Cue values from the last tracking step are stored as mean

and standard deviation values. New edgels are found in each line of the tracking window.

Between the edgels in each line new cue values are calculated. The new cue value cside

for each interval is calculated from the maximum value of the histogram of the cue values.

Experiments with median values gave results of similar robustness, however, the computations

needed to calculate the median increase more than linearly with larger intervals.

The new cue values are weighted using the mean and standard deviation values from the last

tracking cycle. The cue value of the present tracking cycle ctside, where the superscript denotes

the time step for obtaining the values, is used to �nd the weighted values Cside;i as follows

Cside;i = exp
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where the cue values from the last tracking cycle t � 1 have been stored as the mean value

�t�1 and the standard deviation value �t�1. The index side of the above values refers to

the two possible sides of an edgel, left and right. Knowledge of the object is used to select

only the side that belongs to the target object while the background side is not regarded.

This knowledge is found from the object model. It is used to set weights wside. If the model

indicates an object, the respective weight wside is 1, otherwise it is 0. The likelihood lk that

an edgel k is a \good" edgel is evaluated to

lk =
1

W

nX
i=1

wleftCleft;i + wrightCright;i with W =
nX

i=1

wleft + wright (2)

where i = 1; ::; number of cues. The advantage of this scheme is that each value Cside;i

is calculated using the Gaussian distance measure of Eq. 1, which eliminates the need to

set threshold parameters. To achieve adaptation to slowly varying lighting changes in the

environment, the mean and standard deviation values are adapted after each tracking step.

Using the result of feature detection, new values �t and �t are calculated from the ctside values

of all the good edgels that voted for the �nally selected edge (please refer to the next two

Sections for details).

The EPIC scheme is very e�ective because the features contain attributes that give indications

to select the cues (intensity, color, texture, ...) of the object. Based on the localization of

edgels, the cues can be easily integrated and the list of cues given above can be easily increased

with other cues. The principal idea is to use these cues to limit the selection of edgels. For

example, trials of incorporating color added robustness to distinguish the correct edges from

shadows and highlights. This limitation to good edgels renders the next step of �tting the

feature geometry to the edgels very eÆcient.



2.3 Fitting Ellipse Geometry

After �nding edgels with EPIC, the geometry of the target feature is �tted to the data points.

Figure 2 shows two cases for an ellipse using the RANSAC principle [5] �rst presented for

ellipse tracking in [1]. It has been adopted for ellipse arcs by using a better distance measure.
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Figure 2: Selecting �ve good (left) and four good and one bad (right) edgels to �t the ellipse.

For the voting procedure the distance between each edgel and an ellipse hypothesis has to

be calculated for every trial of the RANSAC algorithm. Hence, it is important to use a very

eÆcient error measure that approximates that distance well enough. The gradient-weighted

algebraic distance (analysed in [12]) is used, which is a very good approximation for edgels

which lie close to the ellipse as can be expected in tracking. It allows execution at real-time.

Stable ellipse �ts are reached also for small ellipse arcs using the number of edgels voting and

the sum of squared distances of the voting edgels as quality measures.

2.4 Handling Occlusion

As it is shown in the previous Section it is essential for robust ellipse estimates that most of

the tracker lines �nd edgels from the ellipse edge. That means, that in case of ellipses with

occlusion or ellipse segments, we have to try to place as many tracker lines as possible at

the visible part of the ellipse. This is done by relocating the tracker lines after the ellipse is

estimated, using information from the RANSAC voting scheme (Section 2.3).

For handling of occlusion, we have to �nd out at which area the elliptical edge is visible and

where not. The tracker lines are used to get this information. After applying the RANSAC

voting scheme to the edgels found by the use of EPIC (Section 2.2), each tracker line has the

information if an edgel has voted for the ellipse found. Voting means, that one edgel from

a certain tracker line lies close enough to the ellipse estimated. For relocation of the tracker

lines we assume that the ellipse edge is visible at the area of a tracker line, if the tracker line

includes a voting edgel, and will be called a \good tracker line" (otherwise a \bad tracker

line").

If there is a number of neighbouring bad tracker lines this region is recognised as occluded.



Fig. 3 demonstrates the placement of tracker lines for the full ellipse and after occlusion is

recognised. The occluded segment is not tracked anymore. At each end of the ellipse arc one

tracker line is added to detect the recovery of the occlusion.
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Figure 3: Principle of recognising and handling occlusion: Edgels voting for the ellipse, are

marked with a small circle. If there is a large number of neighbouring tracker lines which have

not voted for the ellipse found, an area of occlusion is recognised. Tracker lines are not placed

on this occluded area at the next tracking step. Only at both ends of the arc one tracker line

is placed onto the occluded area, to enable recognition of changes in occlusion or orientation of

the arc.

To handle changes in occlusion we observe the tracker lines at both ends of the ellipse arc.

Because we also want to recognise decreasing occlusion, the tracker lines are always relocated

in a way, that at both ends one tracker line is placed at the occluded region. In case of more

than one occluded region the biggest one should be excluded from tracking, that means no

tracker lines should be placed on that region. Fig. 4 shows the case of an occlusion excluded

from tracking (text marker), and a second increasing occlusion (white paper).

Figure 4: Handling of more than one occluded region: If during tracking of an ellipse arc an

other part of the tracked ellipse arc is occluded too, and this occlusion becomes larger than the

not tracked part, this occlusion is excluded from tracking at the next tracking step instead.

3 Experiments

Experiments are conducted using the intensity component of a color images taken at frame

rate. The method is implemented on a Pentium PC with 400MHz. Fig. 5 demonstrates

tracking of a full ellipse and automatic detection of occlusion. Please also observe how the

reection of the lamp shade changes but the tracker lines adapt and tracking is robust. Fig. 6



shows the tracking of an ellipse segment over cluttered background and with signi�cant changes

of the reectivity of the tracked object, which are handled by EPIC.

Figure 5: Placing the tracker in case of occlusion. At both ends one tracker line is placed

beyond the end to enable changes in occlusion or orientation of the arc.

Figure 6: Samples of tracking an ellipse arc. The ellipse tracked is displayed in yellow.

The ellipse tracker is part of the model-based tracking tool \Vision for Robotics" (V4R).

V4R enables tracking of lines, junctions and regions and now ellipse arcs. V4R also provides

the functions to project features into the image and to estimate the pose from the image

data. Using the ellipse information in the image, the 3D centre point of the model circle

and the surface normal of the ellipse plane are reconstructed. This information is then used

to estimate the pose of the object. Pose estimation also uses line and junction information,

detects outliers in case of a failure of tracking, and �nally reports a least squares �t for the

object pose. Fig. 7 shows the tracking of a monitor base. The estimated pose is re-projected

into the image for better evaluation of the result obtained.

Figure 7: Tracking the base of a monitor. The pose estimated from the lines and the ellipse is

re-projected into the image (green/dark). Tracking results are displayed in yellow/bright color.



4 Conclusion

An ellipse arc tracker has been presented that uses cue integration with EPIC to obtain robust-

ness. The results show signi�cant improvements over cluttered background with continuous

adaptation to changing intensity of light reected by the object. The method can track two

elipses in �eld time (20ms) and is integrated into the model-based vision tool V4R.

Future work concerns ellipse arcs that subtend an angle less than 180 degrees, where ellipse

�tting becomes unstable and other methods need to be investigated. However, the most sig-

ni�cant need is to �nd the ellipses automatically to enable automatic initialisation of tracking.
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